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A welcome from Organizers

Dear participant, it is our pleasure to welcome you to the first Symposia on Mathemati-
cal Techniques Applied to Data Analysis and Processing (SMATAD) at Fuengirola (Málaga).
We offer you four little symposiums devoted to four different topics: Contradiction and lack
of information in knowledge data bases, Formal Concept Analysis, Fuzzy techniques in Image
Processing and Forecasting and optimization for data-driven decision-making under uncertainty.
We hope to provide, with this event, a forum for a fruitful interaction and exchange of knowl-
edges among those four different areas of applied mathematics

There is a better interchange of ideas with a good social environment. For that reason,
besides the technical program, we have prepared for Friday a social trip and we invite you to
enjoy evenings with the rest of participants.

We wish you to have a good time during SMATAD.

Nicolás Madrid
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Straccia, Umberto (CNR Pisa, Italy)
Kupka, Jiri (University of Ostrava, Czech Republic)
De Baets, Bernard (University of Gent, Belgium)
Stepnicka, Martin (University of Ostrava, Czech Republic)
Damasio, Carlos (New University of Lisbon, Portugal)
Noguera, Carles (Science Academy of Czech Republic)
Sussner, Petr (University of Campinas, Brasil)
Stevuliakova, Petra (University of Ostrava, Czech Republic)

5





Plenary talks

15:00-16:00 Thursday 18th

Ambiguity and Hesitancy in Quality Assesment: The case

of Image segmentation

Carlos Lopez-Molina (Universidad Pública de Navarra, SPAIN)

Automatic information processing regularly deals with plenty of sources of uncertainty. Many
of them are born from the data gathering itself, while many others stem from imprecise compu-
tations or algorithmic needs. Human beings generally make variable interpretation of the goals
and needs of an information processing task, whichever context it is carried out in. Hence, the
perceived quality of one single result will be heterogeneous, depending on the human expert
evaluating it. This poses significant problems in various stages of information processing. For
example, it is damaging when it comes to algorithmic setting or optimization, since the per-
ceived improvement (for one human) might be coupled to the perceived quality loss (according
to another human). Also, it becomes damaging when scientists intend to select the best per-
forming algorithm for a given task, as the opinions by different human experts might differ. In
general, we find that the perceived quality of one single result is a conglomerate of opinions,
often hesitant or contradictory.

The problem of ambiguous data for quality assessment is common in Image Processing.
One clear example is the task of Image segmentation, which lacks a mathematical definition,
and hence automatic methods are bound to be evaluated according to how similar their results
are to human-made solutions. Unfortunately, different humans routinely produce different
interpretations of an image. As a consequence, the evaluation of a segmented image becomes
some sort of comparison with a list of human-made, spatially imprecise segmentations. This
requires a significant mathematical apparatus which is able to cope with multivariate data
involving hesitancy, ambiguity and contradiction.

In this talk we analyze, from a historical perspective, the problem of quality evaluation for
image segmentation. Specifically, we focus on how to handle the variable interpretation by
different humans. This will lead to an analysis of the general quality evaluation problem in the
presence of multivariate ground truth, including its semantics, the technical challenges it poses
and the relationship with some mathematical disciplines involved in its solution.

C. Lopez-Molina received the Ph.D. degree from

the Universidad Publica de Navarra, in 2012, where he

is currently an Assistant Professor. His research inter-

ests are in low-level feature extraction/treatment for

computer vision and automated bioimagery process-

ing. He has developed most of his work around edge

and boundary detection, and in soft computing tech-

niques for computer vision.
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10:00-11:00 Saturday 20th

Data-Driven Distributionally Robust Optimization Using

the Wasserstein Metric

Daniel Kuhn (Risk Analytics and Optimization at EPFL,Switzerland)

We consider stochastic programs where the distribution of the uncertain parameters is only
observable through a finite training dataset. Using the Wasserstein metric, we construct a ball
in the space of probability distributions centered at the uniform distribution on the training
samples, and we seek decisions that perform best in view of the worst-case distribution within
this ball. We show that the resulting optimization problems can be solved efficiently and that
their solutions enjoy powerful out-of-sample performance guarantees on test data. The wide
applicability of this approach is illustrated with examples in portfolio selection, uncertainty
quantification, statistical learning and inverse optimization.

Daniel Kuhn holds the Chair of Risk Analytics and

Optimization at EPFL. Before joining EPFL, he was

a faculty member at Imperial College London (2007-

2013) and a postdoctoral researcher at Stanford Uni-

versity (2005-2006). He received a PhD in Economics

from the University of St. Gallen in 2004 and an MSc

in Theoretical Physics from ETH Zurich in 1999. His

research interests revolve around robust optimization

and stochastic programming.
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10:00-11:00 Sunday 21th

Connecting paraconsistent and many-valued logic in de-

cision making task

Esko Turunen (Tampere University of Technology, Finland)

Paraconsistent logic refers to non-classical systems of logic, which reject the Principle of ex-
plosion; once a contradiction has been asserted, any proposition can be inferred. The primary
motivation for paraconsistent logic is the conviction that it ought to be possible to reason with
inconsistent information in a controlled and discriminating way. The principle of explosion pre-
cludes this, and so must be abandoned. The key note is evidence; if a statement is true, then
there is also some evidence in favor of it, while the converse does not necessarily hold. If there
is evidence in favor of a statement, it need not be true; there may also be evidence against it.
Paraconsistent logics make it possible to reason with inconsistent information. Many-valued or
fuzzy logics in turn are logic calculus in which there are more than two truth-values. Classical
two-valued logic may be extended to infinite-valued  Lukasiewicz logic and its extension, called
Pavelka logic, has infinitely many truth-values and provability degrees. We show how para-
consistency and many-valuedness can be combined in Pavelka’s logic framework. Moreover, we
show a real life application in decision-making how this logic system can be utilized.

Professor Esko Turunen earned his PhD in applied

mathematics, entitled ‘A Mathematical Study of Fuzzy

Logic: an Algebraic Approach’ in 1994 at Lappeen-

ranta University of Technology, Finland. At present

Turunen is the head of the Department of Mathematics

at Tampere University of Technology, Finland. His sci-

entific interests and research areas are in many-valued

logics, fuzzy logic, paraconsistent logic, data mining

and their real life applications. Turunen has published

more than 50 scientific articles and conference papers

with peer review process including three books. Tu-

runen has wide international contacts to several uni-

versities all over the world; he has spent more than

ten years in various universities and research institutes

including Charles University and Prague University of

Technology in Czech Republic, University of Naples,

Salerno and Pisa in Italy and Technical University in

Vienna, Austria. Turunen has supervised several doc-

toral theses and is a member of many editorial boards

of scientific journals. Turunen has represented Fin-

land in three COST Action research projects and is

currently the representative of his country in COST

Action IC1406. In addition to theoretical mathemat-

ical research, Turunen has worked as a mathematical

expert in many industrial research projects, such as a

developer of intelligent traffic systems, medical expert

systems designer and creator of various other control

systems.
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Characterizing the existence of residual for a morphism between a
fuzzy preposet and an unordered fuzzy structure

I. P. Cabrera, and P. Cordero, and M. Ojeda-Aciego

Departamento de Matemática Aplicada,
Universidad de Málaga,

Spain
E-mail: {ipcabrera,pcordero,aciego}@uma.es

Since their inception, Galois connections have shown to be an interesting tool both for
theory and for applications [1,2]. One particular research area on application is Formal Concept
Analysis (FCA) [1], since the main properties of the concept-forming operators are consequences
of their being part of a Galois connection, both in crisp and fuzzy cases.

In the recent years, we have studied the problem of constructing the right adjoint of a
mapping f : A → B between differently structured environments, in the sense that A has a
richer structure than B. Firstly, the missing structure on B has to be built and then, the right
adjoint should be defined.

A number of results have been obtained so far on different underlying settings. Namely, in [4]
we worked with crisp functions between a poset (resp. preordered set) and an unstructured set;
later, in [5] we entered in the fuzzy arena, considering the case in which A is fuzzy preposet;
then, in [6], we extended the previous results by allowing fuzzy equivalence relations as an
adequate substitute to equality.

More recently, in [7], we started to find a more adequate definition of adjunction in a
fuzzy environment, since the fuzzy extensions given in [5, 6] lack of fuzziness precisely on the
adjunction, i.e. both components of the adjunction are crisp, and we would like to work with
a really fuzzy version of the notion of adjunction, in which they are fuzzy functions as well.

Our aim now is an alternative generalization in which the components of the fuzzy adjunc-
tion are fuzzy relations satisfying less requirements than a fuzzy function. The construction
should embed previous notions of fuzzy Galois connection as a particular case but it must
represent a real progress in the theory.

We are planning to continue the line initiated in [5, 6] and attempt the construction of
the residual, in the sense of relational fuzzy Galois connections, to a given mapping between
differently structured domain and codomain.

References

[1] K. Denecke, M. Erné, and S. Wismath, Galois connections and applications, Mathematics and its
Applications. Springer, 2004, vol. 565.

[2] F. Garćıa-Pardo, I.P. Cabrera, P. Cordero, and M. Ojeda Aciego, “On Galois connections and soft
computing,” Lect. Notes in Computer Science, vol. 7903, pp. 224–235, 2013.

[3] W. Yao and L.-X. Lu. Fuzzy Galois connections on fuzzy posets. Mathematical Logic Quarterly
(1) 55 (2009), 105–112.

Acknowledgement The support of the Spanish MINECO project RASO (TIN2015-71799-C2-1-P is kindly
acknowledged.
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[7] I.P. Cabrera, P. Cordero, and M. Ojeda-Aciego, “On fuzzy relations, functional re-
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[8] B. Ganter and R. Wille, Formal Concept Analysis: Mathematical Foundation. Springer Verlag,
1999.

18



Fuzzy Associative Memory in the Context of Formal Concept
Analysis

Perfilieva Irina1 and VAJGL Marek2

1 University of Ostrava,
Institute for Research and Applications of Fuzzy Modeling,

Centre of Excellence IT4Innovations
30. dubna 22, 701 03 Ostrava 1

Czech Republic
E-mail: Irina.Perfilieva@osu.cz

One of the first publications devoted to fuzzy associative memories (FAM) has been made by
Kosko - [1]. The FAM has been characterized as a single-layer feedforward neural net performing
a nonlinear matrix-vector multiplication. This approach was later extended with the purpose
to increase the storage capacity. Significant progress was achieved by introduction of learning
implication rules, that afterwards led to implicative fuzzy associative memory (IFAM) with
implicative fuzzy learning. A justification of validity of a certain IFAM model was discussed
in [4] where the characterization of one type of suppressed noise - eroded - was proposed.

In the current contribution, we use the framework of formal concept analysis (FCA) and
propose the theory of FAM in the language of FMA. Let us remark that FCA is successively
used in e.g., fuzzy property-oriented concept lattices, and in a number of applications such as
modeling and processing of incomplete knowledge in information systems [2].

We formalize two principal activities of FAM: data retrieval and noise reduction. We use the
proposed formalism and show that the problem of data retrieval is connected with solvability
and eigen sets of a certain system of fuzzy relation equations. We differentiate FAM models
according to their ability to reduce noise and show how the choice of formal context determines
a type of noise that can be reduced by the corresponding retrieval mechanism.

From the technical point of view, we extend the theory of FAM by using a general algebraic
structure instead of a specific one ( Lukasiewicz algebra in [4] and by enlarging the set of
autoregressive fuzzy associative memory models (AFAM). We propose a formal characterization
of AFAM models and show the way of various modifications, see also [3]. We analyze the
retrieval mechanism of AFAM and its ability to remove noise. We show that the larger is
the amount of noise, the greater should be the fuzzy relation that models retrieval with noise
reduction. Further, we show how the type of removable noise depends on which type of AFAM
models is applied. Finally, we construct a fast algorithm of data retrieval and give illustration
of the noise reduction.

We choose and fix a finite set X and a complete residuated lattice L. The following formal
context K = (A,R, I�) where A ⊆ LX is a set of objects, R ⊆ LX×X is a set of attributes, and
I� is an incidence relation on A×R, is proposed. We say that an object (dataset) A possesses
an attribute R, if the latter is an AFAM model of A via the composition �. Equivalently,
I�(A,R) = 1 if and only if A ∈ A is an eigen fuzzy set of R ∈ R with respect to the
composition �. A couple (A,W) is a formal concept of K, if A ⊆ A is a dataset, W ⊆ R is
a set of fuzzy relations such that A ∈ A if and only if A is an eigen fuzzy set of any W ∈W

Acknowledgement The support of the grant NPUII project IT4I XS with the number LQ1602 is kindly
announced.
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with respect to the composition �, and vise versa, W ∈W if and only if (W,�) is an AFAM
model of A. Using both languages, we say that every element in dataset A has every attribute
in W, i.e. can be successfully retrieved from its sample using any AFAM model (W,�) where
W ∈ W and composition � is clear from the context K. We characterize formal concepts
where datasets as formal concept objects are connected with retrieval models as formal concept
attributes.

We differentiate FAM models according to their ability to reduce noise and showe how the
choice of formal context determines a type of noise that can be reduced by the corresponding
retrieval mechanism.

References

[1] Kosko, B.: Neural Networks and Fuzzy Systems: A Dynamical Systems Approach to Ma-
chine Intelligence. Prentice-Hall. (1992).

[2] Alcalde, C., Burusco, A., Daz-Moreno, J. C., Fuentes-Gonzlez, R., Medina, J.: Fuzzy
property-oriented concept lattices in morphological image and signal processing. Lect. Notes
in Computer Science. 7903 (2013) 246 - 253.

[3] Perfilieva, I., Vajgl, M.: Autoassociative Fuzzy Implicative Memory on the Platform of
Fuzzy Preorder. Proc. of IFSA-EUSFLAT 2015, Atlantis Press, 2015.

[4] Sussner, P. , Valle, M.-E.: Implicative Fuzzy Associative Memories. IEEE Trans. Fuzzy
Systems 14 (2006) 793–807.
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Intuitionistic L-fuzzy Formal Concept Analysis

KRÍDLO Ondrej1 and OJEDA-ACIEGO Manuel2

1 Institute of Computer Science, University of P.J.Šafárik
Šrobárová 2, 04001 Košice

Slovakia
E-mail: ondrej.kridlo@upjs.sk

2 Departamento de Matemática Aplicada, Universidad de Málaga
Avda. Cervantes, 2. 29071 Málaga

Spain
E-mail: aciego@uma.es

FCA arose some thirty years ago as an applied lattice theory from the seminal work by
Ganter and Wille [1]. Originally, the theory was developed in the crisp but was soon extended
to the fuzzy case by Burusco and Fuentes-González [2] and, since then, a great number of
different generalizations have been developed: by Bělohlávek using a complete residuated lattice
[3], the (one-sided) generalized FCA by Krajči [4], multi-adjoint FCA by Medina et al [5–8],
heterogeneous and higher-order FCA by Kŕıdlo et al [9, 10], etc.

Our approach here will be based on the intuitionistic fuzzy sets (IF-sets for short) introduced
by Atanassov [11]. His original construction was later adapted to the L-fuzzy case, in which
a complete residuated lattice was used instead of the unit interval as underlying set of truth-
values [12, 13]. by considering for all element x a membership degree µ(x) together with a
non-membership degree ν(x) such that µ(x) + ν(x) ≤ 1, somehow allowing an indetermination
degree about x in the case of strict inequality.

Although some authors have already introduced IF-based ideas within the FCA framework:
for instance, [15,16] define a generalization based on Krajči’s one-sided approach; on the other
hand, [17] focuses on an interval-valued intuitionistic fuzzy rough approach. And all three
previous approaches are based on the unit interval.

We introduce an adjoint triple of operators defined on an IF complete residuated lattice of
truth-values which, naturally, allows for introducing the notion of IF-L-fuzzy formal t-concept.

References
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Simplification Logic as the tool to build efficiently direct bases in
Formal Concept Analysis

Rodŕıguez-Lorenzo, Estrella 1 and Cordero, Pablo1 and Enciso, Manuel 1

and Mora, Ángel 1

1 University of Málaga, Andalućıa Tech, Spain
E-mail: {estrellarodlor,amora}@ctima.uma.es, {pcordero,enciso}@uma.es

Formal Concept Analysis is a robust framework to store information, discover knowledge and
manage it efficiently. There are some kinds of knowledge representation: concept lattices, clo-
sure systems and implications. In this work we focus on how to manipulate sets of implications
using Simplification Logic. Specifically, we present the use of this tool to compute minimal sets
of implications (bases) with an interesting property in Formal Concept Analysis: directness.
A summary of the new methods developed to compute the direct-optimal basis, D-basis and
DD-basis is showed.

Introduction and background

Formal Concept Analysis (FCA) is a useful tool for knowledge discovering from a dataset. FCA
has been used in different areas: Artificial Intelligence, Databases, Software Engineering, Data
Mining, and recently in the Semantic Web. For an introduction to FCA we refer the reader
to [4].

We use the logic to deal with one of the most interesting ways to represent this hidden knowl-
edge, that is, the set of implications (the implicational system - IS). Armstrong’s Axioms [1]
is the former axiomatic system introduced to manage ISs in a logical style, unfortunately, this
axiomatic system is not suitable to develop automated methods. To this aim, in [5,6] we have
proved the efficiency of the use of Simplification Logic (SL

FD
for short), which is an equivalent

logic to Armstrong’s Axioms.
Among the most interesting properties for ISs we emphasize minimality (basis) and direct-

ness. This last property is useful to compute the closure of a given set of attributes in only one
traversal of the IS. A basis fulfilling this property is named direct basis.

Our main issue is the improvement of the computation of this kind of direct bases in the
literature: the direct-optimal basis [2, 3] and the D-basis [ANR13]. As we have said, to reach
this efficiency we use SL

FD
as the kernel of the methods. Finally, a new direct basis is proposed:

the DD-basis (dichotomous direct basis).

Computing Direct Bases

The time complexity of the methods for computing these direct bases from an arbitrary IS is
exponential. This issue motivates the idea of obtaining other methods that, without avoid-
ing the intrinsic exponential complexity of the problem, provides a better performance than
previous works.

Acknowledgement This work has been partially supported by grant TIN2014-59471-P of the Science
and Innovation Ministry of Spain.
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In [2,3] the authors have proposed methods for the basis fulfilling the properties of optimality
and directness: the direct-optimal basis. For this issue, we have used SL

FD
[7, 9] as the core

of the development of more efficient methods to compute it. In [7] we introduced a new
method named doSimp. The inspiration of the method proposed in this paper is to maintain
the intermediate ISs reduced at any time by means of the application of inference rules that
always produce non-redundant implications. Basically, the method [7] has a Simplification
stage (applying simplification equivalence of SL

FD
[5]), a Completion stage (applying strong

simplification rule [7]) and a Optimization stage (applying right-simplification equivalence of
SL

FD
[5]). In a first experiment [7] we compare doSimp with the previous methods. Although

those methods do not finish when a 15-implicational system is received as an input, the new
algorithm finishes in less than 10 seconds. In [9] an improvement of doSimp, named SLgetdo,
has been proposed with the idea of using Simplification in all the algorithm interleaving the
constantly application of the reduction paradigm. The left part of Figure 1 shows the significant
results achieved.

The D-basis introduced in [ANR13] employs the concept of ordered direct computation of
closures to find the way to shorten the direct-optimal basis. The D-basis is usually a proper
subset of the direct-optimal basis and it preserves the property of computation of closures.It
remained an open problem to develop an algorithm of generating the D-basis from an arbitrary
implicational system until we designed an algorithm solving this issue: the D-basis algorithm.
It takes into account the connection between minimal generators, essential components of a
direct basis, and minimal covers, which are essential in the D-basis (see [8]). Later on, the
next challenge was to approach how to integrate the computation of the minimal generators
and minimal covers, exploiting the theoretical relationships between them searching for a more
efficient method. We proposed a new algorithm FastD-basis [11] to compute the D-basis
from an arbitrary set of implications Σ. The algorithm uses SL

FD
to interweave the selection

of the minimal covers in each step rather than in a final step. The central part of Figure 1
shows the comparison between D-basis and FastD-basis methods.

Finally, we face the definition of a new direct basis. In [10] we carry out a study of the set
of implications, rendering a dichotomous partition of the whole set of implications according to
their behavior with respect to the closure operator. The new basis definition, called dichotomous
basis - DD-basis - is strongly based on the separate treatment of two kinds of implications:
quasi-key implications and no quasi-key implications. The new approach reduces the size of
the subset of implications withstanding the exponential cost of the basis construction process.
This reduction comes from the removal of the quasi-key implications in the exponential task.
Two methods have been proposed in [10] and the right part of Figure 1 shows the comparison
between them and our method to compute the direct-optimal basis.
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Two types of standard cuts are important tools in dealing with fuzzy structures. In this presen-
tation, these structures will be mostly poset-valued and in a special case lattice-valued. Usually
cuts satisfy the analogous crisp properties as the related fuzzy structures and this approach of
investigation is called cutworthy. Lattice (and poset) valued fuzzy sets can be represented by
cuts [1,4,5] in various ways. Recently, non-standard cuts have also been investigated and their
usage is proposed in different applications. If A is a set (or the underlying set of an algebraic
structure), (P,≤) a poset and µ : A → P a poset valued fuzzy set, then for p ∈ P , a cut is a
subset µρp of A defined by: µρp = {x ∈ A | µ(x)ρp}, where ρ is ≥ or one of the relations related
to ≤ (e.g. >, 6<, 6≤). Non-standard cuts were investigated in [2] and their main properties
were presented. In particular in [3] a complete relationship between convexity of poset valued
mappings and convexity of their standard and non-standard cuts is provided. Although the
results are up to now mostly theoretical, possible applications in image processing, algorithms
for the fuzzy convex hull and in objects in multi-dimensional digital spaces are anticipated.
Here we shall present and analyze results connected to non-standard cuts and discus examples
of applications.
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We analyze methods of attribute reduction based on discernibility matrix which seem to enjoy
increased popularity nowadays, based on number of recent publications on these methods.
Interestingly enough, any proper complexity analysis or comparison with known methods has
not been done. We fill this gap and show that the these methods are strictly inferior to the
basic clarification and reduction.

Let 〈X, Y, I〉 be a formal context. A set Z ⊆ Y of attributes is called consistent if the
concept lattice B(X,Z, I) is isomorphic to the concept lattice B(X, Y, I). An attribute reduct
is a minimal consistent set.

The attribute reducts can be found by means of clarification and reduction described in the
basic literature on FCA [1]. Specifically, we first clarify the context (attributes only); i.e we
remove duplicate columns. Consequently, we try to reconstruct each column as an intersection
of all columns which cover the reconstructed one. If the reconstruction succeeds, i.e. the
intersection matches the reconstructed column, the corresponding attribute is reducible and
can be eliminated. The elimination of reducible attribute is called reduction. The attributes
which survive the reduction form an attribute reduct. Both, the clarification and the reduction,
can be done in time O(|Y |2 · |X|). We call this method a CR-method.

Zhang et al. [3] inspired by RST introduced a method of enumerating all the attribute
reducts. This method computes an attribute discernibility set for every pair of formal concepts
as a symmetric difference of their intents, i.e. D(〈A1, B1〉, 〈A2, B2〉) = (B1 ∪ B2) − (B1 ∩ B2).
Let D denote the collection of all attribute discernibility sets in a concept lattice. The attribute
discernibility sets D ∈ D are used as elementary disjunctions of a CNF formula of so-called
discernibility function; i.e. f(D) =

∧
D∈D

∨
y∈D y. The formula is then transformed into a

minimal DNF. Elementary conjunctions of the DNF formula of f(D) correspond to all attribute
reducts. This method was improved by Qi [2] who observed that it is enough to consider
discernibility sets of direct neighbors in the concept lattice instead of all pairs of formal concepts.
We call these methods a DM-methods.

Let us start with time complexity analysis. In Zhang et al.’s method we need to compute
all formal concepts, the complexity of the first part of the method depends on complexity
of enumerating all formal concepts. This can be done in time O(|X| · |Y |2 · |B(X, Y, I)|).
The consequent computation of all attribute discernibility sets can be done in time O(|Y | ·
|B(X, Y, I)|2). Recall, that the number of formal concepts |B(X, Y, I)| in the worst case is
exponential w.r.t. n = min(|X|, |Y |). In Qi’s method we need to compute entire concept lattice,
which can be done in time O(|X| · |Y |2 · |B(X, Y, I)|). The number of the computed attribute

Acknowledgement The support of the grant No. GA15-17899S of the Czech Science Foundation is kindly
announced.

This extended abstract in based on our paper On attribute reduction in concept lattices: Methods based on
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discernibility sets is then the number of edges in the Hasse diagram of B(X, Y, I); in the worst
case, the diagram is n-dimensional hypercube, whose number of edges is n · 2n−1. Whence the
computation of the attribute discernibility sets is done in time O(|Y |·min(|X|, |Y |)·|B(X, Y, I)|).
Considering, that the number attributes is usually smaller than the number of objects, the
complexity is O(|Y |2 · |B(X, Y, I)|). In both cases, we skip the analysis of the CNF to DNF
minimal transformation.

Both the DM-methods have exponential time complexity w.r.t. number of objects and
attributes. This is not surprising as the number of attribute reducts in formal context can be

exponential (2d
|Y |
2 e). While CR-method delivers one attribute reduct, the DM-methods deliver

all attribute reducts, thus the this difference in time complexities could seem justifiable. Crucial
for our comparison is the following proposition.

Proposition 1. Let {y1, . . . , yk} ⊆ Y be a reduct of 〈X, Y, I〉 and let Yi ⊆ Y denote a set
of all attributes whose columns are duplicates of yi’s column in 〈X, Y, I〉 (including yi) for
i = 1, . . . , k. Then

(
∨

y1,j∈Y1

y1,j) ∧ (
∨

y2,j∈Y2

y2,j) ∧ · · · ∧ (
∨

yk,j∈Yk

yk,j)

is the minimal CNF formula of discernibility function.

Obviously, the transformation from Proposition 1 can be done easily when Ai’s are precom-
puted from the clarification step of the CR-method. That means that the CR-method can be
used to find the CNF formula of discernibility function in polynomial time; and, in addition,
it is minimal CNF formula, unlike in the case of the DM-methods. With this result, we can
easily make proper comparison. The CR-method computes minimal CNF formula of discerni-
bility function in time O(|Y |2 · |X|) while the Zhang et al.’s DM-method computes it in time
O(|Y | · |B(X, Y, I)|2) and Qi’s DM-method computes it in time O(|X| · |Y |2 · |B(X, Y, I)|).

Furthermore, it can be shown that the CR-method can be easily adapted to extensions of
FCA where DM-methods were used. We proposed a general approach to such adaptations.
We conclude that in any FCA extension where the DM-methods were used, a strictly superior
method is available. Although an experimental evaluation is planned as a our future research.
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K-Formal Concept Analysis (KFCA) is the flavour of Formal Concept Analysis for contexts with
entries in a completed, idempotent semifield. This is a commutative, complete, idempotent
semiring with residuated addition and multiplicative inverses. The best known idempotent
semifield is, perhaps, the (completed) schedule algebra, morphological algebra or (completed)
max-plus semifield, but such semifields always come hand in hand with their order duals, in
this case the (completed) tropical algebra or (completed) min-plus semifield.

Since its inception [1] and further elaboration [2, 3] KFCA has developed into a technique
for machine learning evaluation [4], Genomic Data Analysis [5–7], Network Analysis [8], and
in general as a theoretical basis for Exploratory Data Analysis [9] where it extends Wille’s
Landscapes of Knowledge [10].

Notice that—along with other extensions [11–14]—it has also expanded the theoretical scope
of FCA towards different kinds of Galois Connections [2,15,16], spectral considerations [17–19]
and in general the deep relation of FCA with linear algebra over semirings [3].

In this talk we also consider several possible directions of research considering extension for
positive semifields and other types of analysis for formal contexts, with different applications
in mind.

References
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[4] C. Peláez-Moreno, A. I. Garćıa-Moral, F. J. Valverde-Albacete, Analyzing phonetic confu-
sions using Formal Concept Analysis, Journal of the Acoustical Society of America 128 (3)
(2010) 1377–1390.

[5] J. González-Calabozo, C. Peláez-Moreno, F. J. Valverde-Albacete, Gene expression array
exploration using K-Formal Concept Analysis, in: P. Valtchev, R. Jäschke (Eds.), Proceed-
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One of the most important goals when we try to extract information from a database, in
which we have a set of objects and a set of attributes (properties), is to reduce the number
of unnecessary attributes [3–5, 7, 9, 14]. This reduction must prevent the occurrence of incom-
patibilities and it must eliminate existing noise or repeated information. In Rough Set Theory
(RST) [8], bireducts were introduced as a successful solution for this problem, which consists
of reducing the set of attributes and the set of objects at the same time [1, 2, 6, 10–13].

We also consider a tolerance relationship to build the reducts and bireducts in RST, pro-
viding a more flexible framework for computing such sets. In order to compute the reducts and
bireducts we have presented a characterization based on the discernibility function. We can
obtain information reducts and information bireducts, as well as decision reducts and decision
bireducts. This distinction is given by the kind of database which we are working on. Accord-
ing to RST nomenclature, an information system describe a general knowledge, meanwhile a
decision system have an extra distinguish attribute, the decision attribute.

The philosophy of reducts and bireducts in RST will be considered in the Formal Concept
Analysis framework in further research.
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K. Arnett, editors, Future Generation Information Technology, volume 7105 of Lecture
Notes in Computer Science, pages 64–77. Springer Berlin Heidelberg, 2011.
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In recent times, there is a huge interest in the study of generalized forms of monotonicity [3],
which allows to define and/or cover many functions which, not being aggregation functions
because they are not monotone in an usual sense, are of great interest for applications in fields
such as image processing, classification or decision making.

One important step in this direction has been the introduction of the notion of pre-aggregation
function [4], which is a function with the same boundary conditions as an usual aggregation
function, but for which only monotonicity along some fixed direction is required. This notion
has shown itself specially useful for classification problems [4], and it has also allowed to in-
clude in a common framework some relevant operators outside from the scope of aggregation
functions, as it is the case, in particular, of the mode.

The requirement of monotonicity along a fixed direction which is the same for every con-
sidered point in the unit hypercube is, however, still too strict for application in fields such as
image processing, for instance. When dealing with edge detection in an image, for instance,
relevant directions to be considered may change from one pixel (point) to another one [1].

Taking into account this consideration, among others, in this work we introduce the notion
of an ordered directionally monotone function as follows [2]:

Definition 2. Let F : [0, 1]n → [0, 1] be a fusion function and let ~r 6= ~0 be an n-dimensional
vector. F is said to be ordered directionally (OD) ~r- increasing if for any x ∈ [0, 1]n, for any
c > 0 and for any permutation σ : {1, . . . , n} → {1, . . . , n} with xσ(1) ≥ · · · ≥ xσ(n) and such
that

1 ≥ xσ(1) + cr1 ≥ · · · ≥ xσ(n) + crn ≥ 0

it holds that
F (x + c~rσ−1) ≥ F (x)

Acknowledgement The support of the grant TIN2016-77356-P(UE,FEDER,AEI) is kindly announced.
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where ~rσ−1 = (rσ−1(1), . . . , rσ−1(n)).
Analogously, F is said to be ordered directionally ~r- decreasing if for any x ∈ [0, 1]n, for any

c > 0 and for any permutation σ : {1, . . . , n} → {1, . . . , n} with xσ(1) ≥ · · · ≥ xσ(n) and such
that

1 ≥ xσ(1) + cr1 ≥ · · · ≥ xσ(n) + crn ≥ 0

it holds that
F (x + c~rσ−1) ≤ F (x)

where ~rσ−1 = (rσ−1(1), . . . , rσ−1(n))

In this way, the direction along which monotonicity is considered may vary from one point
to another, although it is not different for every point in the unit hypercube. This possibility
makes the notion of OD monotone function very useful for problems where directionality plays
a key role. In this sense, in this work we discuss the construction of a family of edge detectors
making use of OD monotone functions and we show that such detectors have a very good
behaviour when compared to other ones that can be found in the literature.
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Pre-aggregation functions: construction and an application, IEEE Transactions on Fuzzy
Systems, 24 (2016) 260–272.

34



Automatic License Plate Recognition

HURTIK Petr

University of Ostrava, Centre of Excellence IT4Innovations
Institute for Research and Applications of Fuzzy Modeling

30. dubna 22, Ostrava, Czech Republic
E-mail: petr.hurtik@osu.cz

In this work, we deal with image processing, namely with the car license plate recognition
task which includes three sub-tasks: car plate position estimation, characters segmentation, and
characters recognition. We discuss that a solution design of the sub-tasks is mainly dependent
on a point of view to an image and we consider three points of views (POW): mathematical
(M), information technology (IT) and human (H). The goal of the work is to discuss advantages
and disadvantages of different approaches categorized for the three points of views in solving
the chosen task.

At first, solution based on F-transform pattern matching algorithm [3] will be presented.
The algorithm is representative of IT POW and was designed originally for a general pattern
matching including strings, sound, images etc. and consists of two steps, a database pre-
processing and a searching of a pattern in the pre-processed database. In our task, we put
general car license plates into the database and set an input image as the pattern in order
to determine parts inside it which are similar to the database images, i.e., license plates to
solve the car plate position estimation sub-task. The same algorithm is used for the character
segmentation and the character recognition with the difference that the database consists of
particular characters instead of license plates.

The discussion is pointed to comparison of the F-transform based solution with solutions
based on particular methods such as Projection Histograms (IT POW) [1], Convolution Neural
Networks (H POW) [4], Stroke Width Transform (IT POW) [2], Zhao’s Texture Feature (M
POW) [7], Tesseract (IT POW) [6] and Local Binary Patterns with SVM (IT and M POW) [5].
The comparison is realized for learning time, processing time, success rate, and generality of
the solution with the conclusion that methods which are based on a prior knowledge of the
problem and designed for a certain problem do not necessarily guarantee the best results.
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Soft computing techniques and, in particular, fuzzy mathematical morphology, has been
used to deal with the uncertainty typically present in images, providing state-of-the-art results
in many applications. This paradigm is based on the use of fuzzy morphological operators
generated by using fuzzy conjunctions and fuzzy implication functions (see [5] for further de-
tails). From the four basic operators such as fuzzy dilation, erosion, closing and opening, more
complex operators can be defined. Of paramount importance are the fuzzy black Top-Hat and
Hit-or-Miss transformations defined as follows:

Definition 3 ( [5]). Let A be a grey-level image, B a structuring element, C a fuzzy conjunction
and I a fuzzy implication function. Then, the Fuzzy Black Top-Hat of A by B is the grey-level
image given by

ρdC,I(A,B) = CC,I(A,B)− A,

where CC,I(A,B) denotes the fuzzy closing.

Definition 4 ( [6]). Let A be a grey-level image, B a structuring element, C a fuzzy conjunction,
I a fuzzy implication function and N a strong fuzzy negation. The fuzzy morphological hit-or-
miss transform (FMHMT) of the grey-level image A by B = (B1, B2) is defined, for any y ∈ dA,
by

FMHMTC,I,N(A,B)(y) = C (EI(A,B1)(y), EI(N(A), B2)(y))

where N(A)(x) = N(A(x)) for all x ∈ dA and EI(A,B) denotes the fuzzy erosion.

The fuzzy black top-hat transformation extracts the dark structures completely removed
by the fuzzy closing, contrasting them from the background. On the other hand, the FMHMT
can be used to find patterns with a given shape and size in an image. It provides the degree
of similarity of the desired pattern in each location. Such similarity is based on the extent to
which the foreground structuring element B1 is included in the image A, and the background
structuring element B2 is included in N(A).

Both operators, in addition to having a strong theoretical background, have been already
used successfully in several applications. In [2], two general-purpose curvilinear object detectors
based on the aforementioned operators are proposed. These detectors may serve as building
blocks for application-specific systems and can be customised depending on the width of the
objects of interest. In the first column of Figure 2-(a), we can see how the FMHMT-based
detector is able to detect the wrinkles in a human face.

Acknowledgement The project TIN 2016-75404-P AEI/FEDER, UE supported this work. P. Bibiloni
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This capacity of detecting curvilinear objects makes the fuzzy Black Top-Hat very appro-
priate for segmenting vessels in retinal images. This segmentation is the first step towards
an automatic diagnosis and in-depth study of retinal images to aid ophthalmologists. Ves-
sels, which are characterised as long, thin regions darker then their background, are enhanced
through a fuzzy Black Top-Hat based algorithm that presents good performance measures but
still retains a real-time response [1]. In the second column of Figure 2-(b), the result obtained
by this real-time detector in the image 235 of the STARE database is shown.

Another application of this operator is the reduction of noise in dermoscopic imagery towards
the diagnosis and classification of skin lesions. The presence of bubbles caused by the immersion
fluid and skin hair in the image can hinder the diagnosis. Since colors are one of the most
important features in these images, a novel paradigm of fuzzy mathematical morphology, called
soft color morphology, able to cope with color images, was introduced in [4]. Using the soft
color morphology operators and in particular, the soft Black Top-Hat operator, an effective hair
removal algorithm for dermoscopic imagery was presented in [3] yielding competitive results.
It is able to remove the hair without compromising fine details and texture.

(a) Curvilinear detector (b) Vessels segmentation (c) Skin hair removal

Figure 2: Some results, along with the original image, obtained by fuzzy Black Top-Hat and
Hit-or-Miss transforms in some applications.

The above applications ensure the importance of both the fuzzy Black Top-Hat and the Hit-
or-Miss transforms. Further theoretical analysis and experimental results are being carried out
to develop new algorithms based on these transforms for other image processing applications.
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The goal is to present a general algorithm suitable for exact and approximate pattern
matching universally applicable for arbitrary dimensional data. Our aim was to develop such a
matching algorithm that is as much effective with respect to the success rate and computational
speed as possible. In order to process large data and achieve the sufficient computational speed,
we work with reduced approximated data instead of the original data. Therefore, our algorithm
is based on the technique of Fuzzy transform (F-transform) [1] that is one of aggregation
methods which reduces the volume of data. Originally, the F-transform based pattern matching
algorithm was developed for string matching [2], later extended for image matching [3] and for
r-dimensional object matching in general [4].

Till now, the applicability of the algorithm was mainly studied for one and two-dimensional
data - strings and images. We tested the algorithm for such data on large databases and
compared the results with other commonly used and available methods. One of the goals was
an investigation of all the methods with respect to their general use, i.e., different dimensions,
exact / approximate matching or both, pre-processing needed, GPU version possibilities, etc.
The other goal was their testing with respect to the success rate and computational time for
matching of particular patterns in the databases. The final conclusion was that our algorithm
based on the F-transform was the most general and fastest one in comparison to the others
tested, see [5].

The practical use of the algorithm was demonstrated on the task of a real-time object
tracking by a drone [6]. The drone streams a video into a mobile phone where it is split into
images. A user denotes an object in the image which is considered as a pattern and should
be tracked by the drone. The pattern is then processed by the F-transform based pattern
matching algorithm and its position is taken and used for the drone control in order to track
the real object in the scene. This application shows the robustness of the pattern matching
algorithm to noise or object overlapping and takes advantage of its computational speed that
are important aspects of the real application processing.

References

[1] I. Perfilieva: Fuzzy transforms: Theory and applications. Fuzzy Sets and Systems. 157
(2006) 993–1023.
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[4] P. Hurtik, P. Hodáková, I. Perfilieva: Approximate pattern matching algorithm. In: In-
ternational Conference on Information Processing and Management of Uncertainty in
Knowledge-Based Systems. IPMU 2016. Communications in Computer and Information
Science. Springer, 610 (2016) 577–587.
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An optimization model under uncertainty in he main parameters deals with finding feasible
solutions to minimize the objective function (say, cost) expected value in the scenarios alone in
a given time horizon is so-named risk neutral (RN) strategy. It can provide very good results,
mainly, when it is compared with the expected value strategy. However, the variability of the
cost is not fully considered and, then, the RN solution may induce a high negative impact in
low-probability high-cost scenarios. Some approaches for cost risk reduction measures have
appeared in the literature since more than 25 years ago. In this talk, the time inconsistent and
time consistent versions of the Stochastic Dominance (SD) risk averse measure are presented
and computationally tested on real-life large-sized instances from different sectors. A SD risk
averse measure controls the excess of the value of a function under consideration (one of then,
usually, is the cost function, although others could be also the subject is an goal programming
manner) over a set of modeler-driven increasingly cost thresholds as targets in the scenarios.
That control basically consists of a mixture of the first-order SD (also called chance constrained)
functional and the second-order SD functional related to a set of modeler-driven profiles in the
nodes of a modeler-driven subset of periods in the time horizon for each function in a given
set. Each profile is included by a cost threshold, a bound on the expected cost excess over the
threshold in the scenario group with a one-to-one correspondence with the nodes in the selected
periods, and a bound on the failure probability of any of those scenarios to satisfying the cost
threshold.
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In this work, an interval-based method is presented to consider the uncertainty of decision-
making variables without knowledge of the probability density function. This method is called
Stochastic Predicted Bands (SPB) [1]- [3]. In SPB, modeling of uncertainty is done by bands
based on the prediction of stochastic variables. Besides, an auxiliary parameter is defined to
provide flexibility to the decision-maker to be optimistic or conservative. Hence, applying the
optimistic coefficient to the SPB method results in the enhancement of its performance. This
new method is called Modified Stochastic Predicted Bands (MSPB).

Stochastic Predicted Bands Method

Step 1

This model consists of two stages. Uncertainty of the variables is not considered in the first
stage. However, the uncertainty of variables is considered in the second stage. The first stage
variables play an important role in converging the second stage variables to their optimum
decisions when their uncertainties converge to zero. Hence, the first stage variables should be
determined in the first step.

Step 2

In this method, the uncertainty of variables is considered based on their predicted amounts.
Hence, short-term forecasting of variables is done in the second step. Besides, σup and σdown are
parameters that are defined to state the amounts of upper and lower variances of the predicted
variable in comparison with its actual amount, respectively.

Step 3

In this step, the difference between the first stage amount of variables, E1
t , and their predicted

amount in each time, Epred
t is determined.

Dt = E1
t − E

pred
t (1)
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Step 4

According to the state of Dt, the second stage decision-making variables, E2
t , are limited to

the maximum and minimum bands. If Dt is positive, it means that the amount of first stage
variable is more than the predicted amount. Hence, the amount of second stage variable should
be greater than the predicted amount to converge to the amount of first stage variable. If Dt

is negative, the predicted amount of the variable is more than the first stage one. Hence, as
the second stage variable likes to converge to the amount of its first stage one, the second stage
variable will be limited to the predicted amount as its maximum band. Therefore, the minimum
limitation of the second stage variable will be based on the down variance of its prediction
because the variables predicted amount is more than its first stage amount. Equation (2) is
defined to clarify the above explanations:{

Epred
t ≤ Ert

t ≤ Epred
t + σup Dt ≥ 0

Epred
t − σdown ≤ Ert

t ≤ Epred
t Dt ≤ 0

(2)

Modified Stochastic Predicted Bands Method

One of the drawbacks of the SPB method is that the uncertainty of the stochastic variables
cannot be modeled completely based on the predicted bands. Also, the second stage variables
tend to converge to the maximum and minimum bands based on their amounts in the first
stage. In this section, an auxiliary parameter is defined as a slack parameter in order to give
freedom to the decision-maker to apply its knowledge regarding the stochastic behavior of the
uncertain variable. This parameter is called an optimistic coefficient, α, and its amount can be
between 0 and 1. This method is called MSPB. Equation (3) is the modified version of equation
(2), if the MSPB method is utilized in the problem.

Epred
t α + (Epred

t − σdown)(1− α) ≤ Ert
t

≤ (Epred
t + σup)α + Epred

t (1− α) Dt ≥ 0

(Epred
t − σdown)α + Epred

t (1− α) ≤ Ert
t

≤ Epred
t α + (Epred

t + σup)(1− α) Dt ≤ 0

(3)
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There are two main branches of machine learning and data mining. The first one consists
of various approaches for building a model of data. The examples are decision trees, support
vector machines, linear regression etc. The aim of this methods is to build a model for regression
or classification. The second branch is called explorative data mining and consists mainly of
clustering and association rule mining. Explorative data mining usually does not aim at building
any model, though subsequent steps in the analysis might lead to some models, but rather tries
to explore and find some interesting structural information about data.

On the border between explorative and model building data science is associational classi-
fication (i.e. classification with association rules), see [1, Chapter 6.13] and references therein.
Similarly to associational classification, it is possible to develop associational regression, which
is using fuzzy association rules as linguistic IF-THEN rules [2]. Theses rules combined with
an input derive a fuzzy set as a conclusion in some inference system. The output fuzzy set is
defuzzified and thus regression is obtained.

In our presentation, we will describe the approach of regression with fuzzy associational rules
published in [2]. We will present various strategies for reducing the vast amount of associational
rules into processable knowledge base [3, 4].
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A method for forecasting the aggregate demand of a cluster of price-responsive consumers
of electricity is discussed in this presentation [1]. The price-response of the aggregation is
modeled by an optimization problem whose defining parameters represent a series of marginal
utility curves, and minimum and maximum consumption limits. These parameters are, in turn,
estimated from observational data using an approach inspired from duality theory. The resulting
estimation problem is nonconvex, which makes it very hard to solve. In order to obtain good
parameter estimates in a reasonable amount of time, we divide the estimation problem into a
feasibility problem and an optimality problem. Furthermore, the feasibility problem includes
a penalty term that is statistically adjusted by cross validation. The proposed methodology
is data-driven and leverages information from regressors, such as time and weather variables,
to account for changes in the parameter estimates [2]. The estimated price-response model is
used to forecast the power load of a group of heating, ventilation and air conditioning systems,
with positive results.
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Energy imbalances due to power forecast errors have a significant impact on both the cost of
operating the power system and the profitability of stochastic power generating units. In this
paper, we propose a modeling framework to analyze the effect of the costs of these imbalances
on the expansion of stochastic power generating units. This framework includes the explicit
representation of a day-ahead and a balancing market-clearing mechanisms to properly cap-
ture the impact of forecast errors of power production on the short-term operation of a power
system. The proposed generation expansion problems are first formulated from the standpoint
of a social planner to characterize a perfectly competitive market. We investigate the effect of
two paradigmatic market designs on generation expansion planning: a day-ahead market that
is cleared following a conventional cost merit-order principle, and an ideal market-clearing pro-
cedure that determines day-ahead dispatch decisions accounting for their impact on balancing
operation costs. Furthermore, we reformulate the proposed models to determine the optimal
expansion decisions that maximize the profit of a collusion of stochastic power producers in or-
der to explore the effects of competition at the investment level. The proposed models are first
formulated as multi-level programming problems and then recast, under certain assumptions, as
single-level mixed-integer linear or non-linear optimization problems using duality theory. The
variability of the forecast of the stochastic power production and the demand level throughout
the planning horizon is modeled using yearly duration curves. Likewise, the uncertainty per-
taining to power forecast errors is characterized through scenario sets. The main features and
results of the proposed models are discussed using an illustrative example and a more realistic
case study based on the Danish power system.
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Over the last years, power systems have experienced a steady increase in the use of renewable-
based power generation technologies such as wind and photovoltaic generators. In order to
cope with the uncertainty and intermittency associated with those environmentally friendly
energy sources, increased levels of reserves are required. As a consequence, the scheduling,
procurement, and eventual deployment of adequate levels of reserves have become issues of
major concern in power system operation.

For scheduling purposes, the system operator solves a unit-commitment-based problem
wherein technical and economic aspects of generating units as well as network limitations are
accounted for. However, the effect of the transmission network on the deployment of reserves
is typically disregarded. Therefore, network limits may lead to the undeliverability of reserves
when such ancillary services are called by the system operator to withstand variations in nodal
net power injections. Hence, the required corrective actions implemented by the system opera-
tor, such as generation and reserve redispatch, may give rise to undesirable cost increases and
price spikes.

This presentation describes a new approach relying on adjustable robust optimization to
guarantee reserve deliverability in network-constrained generation scheduling under uncertainty.
The key idea is to schedule energy and reserves while accounting for the worst-case nodal
net power injection under a given user-defined uncertainty set. The robust counterpart is
formulated as a mixed-integer trilevel program that is effectively solved by means of a column-
and-constraint generation algorithm.

The performance of the proposed approach is examined with the IEEE Reliability Test Sys-
tem. Numerical results are compared with those provided by a conventional model based on
forecasted injections and system reserve requirements. Simulations reveal that reserve deploy-
ment is successfully guaranteed by the proposed adjustable robust optimization model.
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Large-scale integration of wind farms causes volatile bus net injections. Although these fluctu-
ations are anticipated, their timing, magnitude and duration cannot be predicted accurately.
In order to maintain the operational reliability of the system, this uncertainty must be ade-
quately addressed at the day-ahead generation scheduling stage. The ad-hoc reserve rules in-
corporated in deterministic unit commitment formulations do not adequately account for this
uncertainty [1]. Scenario-based stochastic unit commitment formulations model this uncer-
tainty more precisely [2], but require computationally demanding simulations [3]. Interval [4]
and robust [5] optimization techniques require less computing resources, but produce overly
conservative and thus expensive generation schedules.

The interval unit commitment formulation is computationally more efficient than the stochas-
tic unit commitment because the generation uncertainty of each wind farm is represented by
only three non-probabilistic scenarios: the central forecast and the lower bound and the upper
bounds. On the other hand, interval unit commitment solutions are more conservative because
of the constraints that it imposes on the feasibility of transitions from lower to upper bound,
and vice versa, between any two consecutive time periods. Such extreme transitions have a
very low probability and can be replaced by less severe ramp constraints. Since scenarios are
designed to accurately capture the characteristics of the expected wind output, we argue that
the required rampable capacity should be no more than the maximum up and down ramps
observed over all stochastic scenarios.

We propose a new improved interval unit commitment formulation [6] that aims at improv-
ing the day-ahead reliability unit commitment procedures and combines aspects of stochastic
and interval unit commitment. This model takes advantage of the cost-efficient stochastic model
and the computational simplicity of the interval model. Effectiveness of the improved interval
formulation is demonstrated on extensive case study with various wind penetration levels, wind
profiles and controllable generator characteristics. A systematic and rigorous comparative as-
sessment is conducted of the cost and reliability performance of the improved interval, interval,
robust and stochastic unit commitment formulations. All the data used for these test cases, as
well as the GAMS codes based on [7] for all four formulations are available online at [8].
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[2] Y. Dvorkin, Y. Wang, H. Pandžić, and D. S. Kirschen: Comparison of scenario reduction
techniques for the stochastic unit commitment. Proc. IEEE PES General Meeting 2014.
1–5.

48



[3] S. Takriti, J. R. Birge, and E. Long: A stochastic model for the unit commitment problem.
IEEE Trans. Power Syst. 3 (1996) 1497–1508.

[4] Y. Wang, Q. Xia, and C. Kang: Unit commitment with volatile node injections by using
interval optimization. IEEE Trans. Power Syst. 3 (2011) 1705–1713.

[5] D. Bertsimas, E. Litvinov, X. A. Sun, Z. Jinye, and Z. Tongxin: Adaptive robust opti-
mization for the security constrained unit commitment problem. IEEE Trans. Power Syst.
1 (2013) 52–63.
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The large-scale integration of renewable energy sources in many power systems worldwide has
made the supply of electricity variable and partly unpredictable. This fundamental change
in the nature of the generation-side of power systems has, in turn, spurred the scientific and
industrial community into revising current procedures for power system operations. This is the
case, for example, of the tool used by system operators to decide the commitment of power
plants, that is, to solve the so-called unit commitment (UC) problem.

Within this context, our work [1] proposes a partition-based reformulation of the two-stage
unit commitment problem under uncertainty that allows finding unit-commitment plans with
different degrees of conservatism as for the eventual power system operating cost. The idea is
to approximate the probability distribution by clustering the scenarios in different partitions.
Therefore, several clusterization techniques are applied to optimize the partitioning process.

We name this strategy hybrid formulation of the UC problem. We assume it is a hybrid
because it oscillates between the stochastic formulation of the UC since we consider a finite set
of scenarios that follow a perfectly known probability distribution and a robust formulation of
the UC problem as we minimize the total function cost for its worst-case realization in every
partition. Different hybrid formulations of the UC problem have been previously considered
(e.g. [2] and [3]) in the sense that some of the uncertain parameters are assumed to follow
certain probability distributions, while others are solely known to belong to some uncertainty
sets. However, what makes our work different is the fact that we assume that the probability
distributions of the uncertain parameters (i.e. the wind power production) are known, but
that, as it normally occurs in practice, computational tractability only allows us to solve the
stochastic unit commitment problem for a scenario-based approximation of such distributions.

Furthermore, we provide two parallelization and decomposition schemes based both on a
column-and-constraint generation procedure [4] that drastically reduces the computational time
required to solve the proposed UC model. Finally, we test both the quality of the solution pro-
vided by our UC model and the performance of the associated solution algorithm on the IEEE
14-node power system and the IEEE 3-Area RTS-96 system. The effectiveness of our pro-
posed method is later compared to a widely applied scenario reduction technique [5], noting an
improvement in terms of expected cost and worst-case cost.
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In the recent past, formal systems of fuzzy logic, under the umbrella of mathematical fuzzy
logic (MFL) [2], have been proposed and studied as suitable tools for reasoning with proposi-
tions containing vague predicates. One of their main features is that they allow to interpret
formulas in linearly ordered scales of truth values, which makes them specially suited for rep-
resenting the gradual aspects of vagueness. Particular deductive systems in MFL have been
usually studied under the paradigm of (full) truth-preservation which, generalizing the classical
notion of consequence, postulates that a formula follows from a set of premises if every algebraic
evaluation that interprets the premises as true also interprets the conclusion as true. An alter-
native approach that has recently received some attention is based on the degree-preservation
paradigm [1, 6], in which a conclusion follows from a set of premises if, for all evaluations, the
truth degree of the conclusion is not lower than that of the premises. It has been argued that
this approach is more coherent with the commitment of many-valued logics to truth-degree
semantics because all values play an equally important rôle in the corresponding notion of
consequence [5].

Moreover, while the truth-preserving fuzzy logics are explosive, i.e. from any theory con-
taining a formula ϕ and its negation ¬ϕ everything follows, in two recent papers [3, 4] some
(extensions of) degree-preserving fuzzy logics have been shown to exhibit some well behaved
paraconsistency properties. In particular, this is the case of the well-known  Lukasiewicz logic
 L, whose degree preserving companion  L≤ is not explosive, i.e. it is paraconsistent. Actually,
the degree-preserving companions of finitely-valued  Lukasiewicz logics  Ln belong to the family
of the so-called logics of formal inconsistency (LFIs).

In this paper we introduce RPL≤, the degree-preserving companion of well-known Rational
Pavelka logic RPL (the expansion of  Lukasiewicz logic with rational truth-constants as defined
by Hájek in [7]) and study some of its properties. The use of truth-constants allows us to
explicitly show what is the inferential loss in some reasoning patterns when moving from RPL
to its weaker, paraconsistent companion RPL≤.

Recall that the logical consequence relation for  L≤ is defined as follows [6]: for every set of
formulas Γ ∪ {ϕ}, Γ |= L≤ ϕ iff for every evaluation e over the standard MV-algebra [0, 1]MV

and every a ∈ [0, 1], if a ≤ v(γ) for every γ ∈ Γ, then a ≤ v(ϕ). For this reason  L≤ is known as
the  Lukasiewicz logic preserving degrees of truth, or the degree-preserving companion of  L. In
fact,  L and  L≤ have the same tautologies, and for every finite set of formulas Γ∪ {ϕ} we have:

Γ |= L≤ ϕ iff |= L Γ∧ → ϕ,

where Γ∧ means γ1 ∧ . . . ∧ γk for Γ = {γ1, . . . , γk} (when Γ is empty then Γ∧ is >). It is
worth noticing that the usual rule of modus ponens is not sound for  L≤. However, the logic  L≤
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admits a Hilbert-style axiomatization with a weaker form of modus ponens. Indeed, by letting
the axioms of  L≤ be the same axioms as  L and having the following deduction rules:

(Adj-∧)
ϕ ψ

ϕ ∧ ψ
(MP-r)

ϕ ` L ϕ→ ψ

ψ

one gets a sound and complete axiomatisation of |= L≤ for deductions from a finite set of formulas
[1].

Now we can introduce the logic RPL≤. First we extend the language of  L≤ by introducing a
rational truth-constant r for every rational r ∈ [0, 1]. The notion of logical consequence, |=≤RPL,
is defined as |= L≤ with the proviso that every evaluation e over the standard MV-algebra
[0, 1]MV additionally satisfies e(r) = r for every rational r ∈ [0, 1]. On the other hand, one
gets a sound and finite strong complete axiomatisation for |=≤RPL just adding to the axiomatic
system for  L≤ the usual booking axioms for truth-constants. Moreover, an analogous Pavelka-
style completeness result for RPL≤ can also be obtained: for any set of RPL formulas T ∪{ϕ},
define:

- truth degree of ϕ in T : ‖ϕ‖≤T = inf{e(T )→ e(ϕ) : e RPL-evaluation},
- provability degree of ϕ from T : | ϕ |≤T = sup{r | T `≤RPL r → ϕ},

where e(T ) = inf{e(ψ) : ψ ∈ T}.
Theorem 5. For any set of RPL formulas T ∪ {ϕ}, we have:

| ϕ |≤T = ‖ϕ‖≤T .
This shows that RPL≤ is well-behaved in a sense. However, we have mentioned above that

the usual rule of modus ponens is not sound in  L≤, and hence neither in RPL≤. Actually, in
RPL≤, one can show that the following deduction holds: {ϕ, ϕ→ ψ} |=≤RPL 0.5→ ψ. That is,
in RPL≤ we are forced to lower the truth-degree of the conclusion in order to have a sound but
weaker modus ponens rule. We will discuss this and other facts about RPL≤ that may be seen
as a somewhat questionable price to pay for enjoying a paraconsistent behaviour.
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Partial fuzzy logic aims at accommodating fuzzy propositions whose truth degree may not be
defined. In [1], a simple partial extension L∗ of any propositional (4-core) fuzzy logic L has
been proposed. In L∗, undefined propositions are assigned an extra truth value ∗, incomparable
to ordinary truth degrees from [0, 1] or another L-algebra. The propositional connectives of the
underlying fuzzy logic L are extended to a broad array of definable connectives of L∗, which
differ in how they act on the extra truth value ∗. The prominent families of L∗-connectives
include Bochvar (where ∗ is the absorbing element), Sobociński (where ∗ is the neutral element),
Kleene (which keep the original absorbing and neutral elements), and several others.

Since there are several possible meanings of ‘undefined’ (including: unknown, uncertain,
undetermined, as-yet-uncomputed, nonsensical, etc., each governed by different laws), it is
important to clarify which of these meanings can be represented by ∗ in partial fuzzy logic, as
misapplying the apparatus in inappropriate contexts would yield wrong results. To this end,
I will compare partial fuzzy logic to several fuzzy formalisms dealing with similar phenomena,
esp. interval-valued and bilattice-valued fuzzy logics, three-valued partial logic, and epistemic
modal logic [2–7].

I will show that although the truth values of L∗ can be embedded in the sets of truth values
of these logics in several ways (e.g., identifying ∗ with either [0, 1] or ∅ in interval-valued logic),
the connectives and laws of all these logics differ from those of L∗. This corroborates the fact
that the types of undefinedness captured by these logics are different from the undefinedness
formalized in partial fuzzy logic L∗. Consequently, the dummy value ∗ of L∗ cannot represent an
unknown, uncertain, uncomputed, or underdetermined degree. Rather, it should be interpreted
as an ‘error code’ for a nonsensical or objectively undefined value, analogous to the ‘not-a-
number’ value for division by zero in some programming languages. The variant connectives
of L∗ then specify how the error is handled as it propagates from subformulae (e.g., as a fatal
error by the Bochvar connectives, an irrelevant nonsense by the Sobociński connectives, etc.).
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We will present a theory of fuzzy sets that can have undefined membership degrees—fuzzy par-
tial sets. The main idea is to replace undefined membership values by a dummy element ∗ that
stands outside the scale for truth values L and is incomparable with any a ∈ L. Consequently,
original partial membership functions to L of fuzzy sets (with undefined membership values)
are replaced by total functions to the extended scale L ∪ {∗} that represent fuzzy partial sets.
Next, these membership functions are conveniently manipulated with ∗-extended operations
based on the connectives and quantifiers of a suitable chosen fuzzy logic. Note that in this
setting, the dummy element ∗ can represent specific types of undefinedness characterized as,
e.g., valueless or nonsensical, but not as unknown or yet undefined. Formally, fuzzy partial
sets can be handled within the semantic framework of a first-order extension of the recently
proposed fuzzy partial propositional logic [3].

In this presentation, we review the semantics of a simple first-order extension of fuzzy partial
propositional logic and a simple theory of fuzzy partial sets of the first order introduced in [2].
In a manner similar to [4, Ch. 18] or [1], we introduce a selection of basic notions of fuzzy
partial set theory, discuss their variants, and present results on the properties of fuzzy partial
class operations and relations.
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When applying type theory to the logical analysis of natural language, we often meet the
requirement to deal with partial functions. However, several problems arise when trying to
include the latter in the formalism of type theory. One of the main ones is failure of the
λ-conversion which significantly reduces the power of the resulting theory.

This paper is a study of fuzzy type theory (FTT) with partial functions. Out of several
possibilities we decided to introduce a special value “∗” which represents “undefined”. In the
interpretation of FTT, this value lays outside of the corresponding domain.

The value ∗ can be introduced not only among truth values (type o) but also among elements
of other types distinct from o. Namely, the value ∗o of type o is defined as the formula ιo(oo)·λxo⊥
which means application of the description operator to the empty set. Similarly, the ∗ε is defined
as ιε(oε) · λxε∗o, i.e., the description operator is applied to a fuzzy set on Mε whose membership
function is nowhere defined. Similarly, we define

∗βα ≡ λxα∗β

which means that “undefined” for more complex types is a nowhere defined function from the
set Mα of type α to a set Mβ of type β.

In the development of FTT with partial functions, we must be careful because the value
“undefined” is a well formed formula. The outcome is that T ` Ao ≡ ∗o means that the
formula Ao is in the theory T equal to “undefined” and so, Ao is also undefined; we formally
write T ` ?Ao. Consequently, a formula Ao is defined if T ` ¬(Ao ≡ ∗o). In symbols, we write
the latter as T ` !Ao. The predicates “?” and “!” can also be extended to formulas of higher
types.

Important outcome of our approach is that the λ-conversion is preserved which makes our
system of FTT very powerful. Among many results, we show that T ` ∗o implies that T is
contradictory. We can also introduce definition of partial functions on all types. Namely we
can introduce the following predicates:

• Total function TotFo(βα) ≡ λfβα · (∀xα)(!xα ⇒ fβαxα),

• Partial function PartFo(βα) ≡ λfβα · (∃xα)(!xα&fβαxα)

where !xα means that the variable xα represents a defined formula (of type α). A partial
function fβα is strict in T if T ` fβα∗α ≡ ∗β. It is non-strict if T ` !fβα∗α.

Finally, we prove that any consistent theory of FTT with partial functions has a model.
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Real-world applications come with the need to handle not only vague information, for which
fuzzy logic or fuzzy set theory may be applicable, but also missing or undefined values. Fuzzy
logic works with predicates that can have a truth value in a degree, perhaps from the interval
[0, 1], to capture a vague truthfulness or falsity. However, in real-world datasets, there are
many data values completely unavailable, for some reason. Consider a quality assessment
procedure in a factory: the product may be evaluated as OK or faulty, or perhaps some degree
of acceptance can be assigned to it. However, some exemplars of the product may not enter
the quality process at all – for them, the quality status is unknown. Other products may be
inapplicable for such type of quality assessment, e.g. the quality test of an air condition unit
in a car without any such unit is undefined. In this paper, we analyze several situations, where
the non-existent data may come from, and show within a fuzzy sets framework that different
cases of non-existence have to be carefully treated and interpreted in a different way.

The objective of handling missing or undefined values is not new. The fundamental grounds
in mathematical logic were established by Kleene, Bochvar, Sobociński and others, who studied
the properties of three-valued logics 0/1/*, which was also studied by  Lukasiewicz in 1920
in [1]. These authors showed that the third value * may represent an unknown, undefined or
indeterminate truth value. An overview of main contributions can be found e.g. in [2].

Their work is being generalized to fuzzy propositional partial logic and later extended to
predicate partial fuzzy logic by Novák, Běhounek and Daňková in [3] and [4]. They propose a
fuzzy logic that handles a special truth value * with several types of fuzzy logical connectives
that each treat the * value in a different way. Inspired by the approach of Sobociński, Kleene and
Bochvar, they define three sets of connectives, which differ in handling of * – see Table 1. We
recall that this kind of “undefined” truth values differs form “indeterminate” or “underspecified”
values which were studied in [6–8].

Recall that the approach introduced in [4] is based on expansions of well-known fuzzy logic
MTL∆ of left-continuous t-norms (see [5]). The mentioned class of fuzzy logics includes most
know fuzzy logics containing the connective ∆, such as  Lukasiewicz logic, Gödel logic and
Product logic, the logics IMTL∆, SMTL∆ and  LΠ. In [4], the primitive connectives are the
truth constant ∗ representing the undefined, the unary connective ! for the crisp modality
“is defined” and the binary connective ∧K for the Kleene-style variant of ∧. Applying of
these primitive connectives all other connectives (⊗,∨,→,¬¬¬,↔) can be defined in Bochvar-
style, Kleene-style, Sobociński-style, Mc-Carthy-style. We recall three types of conjunctions
accordingly to Sobociński, Kleene and Bochvar style for handling of “*” in Table 1.

Note that Sobociınski style treats ∗ as an ignorable nonsense: ∗ is ignored, if possible:
∗ ∧ a = a. Thus in ∧S, the ∗ truth value acts as neutral element. On the other hand, Bochvar
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Table 1: Sobociński-, Kleene-, and Bochvar-style conjunctions, as defined in [3, 4]

∧S 0 b 1 ∗
0 0 0 0 0
a 0 a∧b a a
1 0 b 1 1
∗ 0 b 1 ∗

∧K 0 b 1 ∗
0 0 0 0 0
a 0 a∧b a ∗
1 0 b 1 ∗
∗ 0 ∗ ∗ ∗

∧B 0 b 1 ∗
0 0 0 0 ∗
a 0 a∧b a ∗
1 0 b 1 ∗
∗ ∗ ∗ ∗ ∗

∧B (also called Bochvar-internal [2], or Kleene’s weak) acts as annihilator. Kleene’s ∧K (a.k.a.
Kleene’s strong).

In this paper, we suggest a different approach: to introduce several truth values representing
different kinds of unavailability together with a single type of fuzzy logical connectives. As
opposed to the former approach, our suggestion requires to study the interaction of different
types of unavailability within logical connectives.
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Real-life databases frequently contain inconsistent and contradictory information which can
be reliable and useful and so, it is important develop suitable tools to manage and measure such
information [2,4–6]. To the best of our knowledge, logical theories have been somewhat removed
from achieving this goal, since their strategies have been based on either avoiding/ignoring the
conflictive information or try to repair it.

We are interested in choosing a coherence notion suitable to handle inconsistent information
included in multi-adjoint normal logic programs. An initial study on the syntax of multi-adjoint
normal logic programs and the existence of their minimal models has been introduced in [1],
by means of the stable model semantics.

Our contribution will deal with different notions closely related to the concept of coherence
such as self-contradiction in fuzzy sets [10], x-consistent interpretation [9], consistency in inter-
laced bilattices [3] and coherent interpretation [7, 8]. An adaptation of the mentioned notions
above to our logic programming framework, together with several properties and remarks, will
be presented in order to select the most suitable coherence notion.
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In crisp logic the contradiction is defined as the incompatibility between two propositions.
Formally, we can say that a predicate symbol P is contradictory with respect to another Q if and
only if (@t)P (t)∧Q(t) or equivalently, that (∀t)P (t)→ ¬Q(t). When we move to the Fuzzy Logic
paradigm, the satisfiability of such formulas is graded and therefore, we can define degrees of
contradiction. The most known degree of contradiction between fuzzy predicate symbols P and
Q refers to the former formula and is defined as the supremum of the set {P (t)∧Q(t) | t ∈ T},
where T is the set of terms and ∧ is conveniently represented by a fuzzy conjunction (e.g. a
t-norm). Similarly, we can define the degree of contradiction between P and Q by following the
formula (∀t)P (t)→ ¬Q(t); i.e., as the infimum of the set {P (t)→ ¬Q(t) | t ∈ T}, where → is
conveniently represented by a fuzzy implication (e.g., a residuated implication). It is noticeable
the following difference between both formulae: the former formula is based on the idea P
and Q cannot be true at the same time whereas the latter describes the idea a high degree of
truth in P implies a low degree of truth in Q. Although in crisp logic both interpretations are
equivalent, in fuzzy logic not. One common shortcoming of the previous two formulae is related
to the choice of the connectives ∧ and→. To avoid such election, we define in [1] the f -index of
contradiction which represents the contradiction between two prepositional symbols by means
of a function instead of a number in the unit interval [0, 1].

On the other hand, in the fuzzy set paradigm, given a fuzzy implication →, the degree of
inclusion of a fuzzy set P in Q is commonly defined as the infimum of the set {P (t) → Q(t) |
t ∈ T}. Thus the formula (∀t)P (t) → ¬Q(t) used to characterize the contradiction can be
understood as P (t) is included in the complement of Q; considering P and Q as (fuzzy) sets.
Noting the similarity of this degree of inclusion with the degree of contradiction, we introduced
in [2] the f -index of inclusion based on the idea followed to define the f -index of contradiction.
In this talk we recall both notions, i.e. f -indexes of contradiction and inclusion, and show how
both are related.
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