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We compose set functors with the term monad and show how such compositions can be extended to monads. Our motivation of using monads is given by the situation in the classical case where most general unifiers are coequalisers in the Kleisli category associated with the term monad [13].
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#### Abstract

In this paper we use techniques for monad compositions in order to provide a basis for categorical unification in the framework of generalised terms. In particular, we provide results for many-valued sets of terms, and show that this composition of set functors can be extended to a monad.


## 1 Introduction

Several heuristic approaches have been suggested to extend many-valued logic programming. However, the lack of a foundational base, is an obstacle for a wider acceptance of these models, and further, formal approaches typically build upon conventional terms. Restricting to finitely many truth values, using the framework suggested in [12], a many-valued predicate calculus was proposed in [9].

This paper is motivated by the use of categorical methods in many-valued logic programming. cal methods in many-valued logic programming.
In particular, we generalise terms using compositions of monads.
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For notations and results within category theory and universal algebra, we refer to $[1,2,10,11]$. For a more detailed treatment of set functors used in this paper, also including many-valued sets, we refer to $[4,5,6]$. For a survey of many-valued logic, see e.g. [8].

## 2 Monads and Kleisli categories

A monad can be seen as the abstraction of the concept of adjoint functors and in a sense an abstraction of universal algebra. It is interesting to note that monads are useful not only in universal algebra, but it is also an important tool in topology when handling regularity, iteratedness and compactifications, and also in the study of toposes and related topics.

Let $C$ be a category. A monad (or triple, or algebraic theory) over $C$ is written as $\Phi=(\Phi, \eta, \mu)$, where $\Phi: C \rightarrow C$ is a (covariant) functor, and $\eta: i d \rightarrow \Phi$ and $\mu: \Phi \circ \Phi \rightarrow \Phi$ are natural transformations for which $\mu \circ \Phi \mu=\mu \circ \mu \Phi$ and $\mu \circ \Phi \eta=\mu \circ \eta \Phi=i d_{\Phi}$ hold. A monad defined in this way is said to be in monoid form.

Note that, for a natural transformation $\xi$, $(\xi \Phi)_{X}=\xi_{\Phi X}$ and $(\Phi \xi)_{X}=\Phi \xi_{X}$. It is useful to write $\eta^{\Phi}$ and $\mu^{\Phi}$ if we need to distinguish between natural transformations in different monads.

A Kleisli category $\mathrm{C}_{\Phi}$ for a monad $\Phi$ over a category $C$ is defined as follows: Objects in $\mathrm{C}_{\Phi}$ are the same as in C, and the morphisms are defined as $\operatorname{hom}_{\mathrm{C}_{\Phi}}(X, Y)=\operatorname{hom}_{\mathrm{C}}(X, \Phi Y)$, that is morphisms $f: X \rightharpoondown Y$ in $C_{\Phi}$ are simply morphisms $f: X \rightarrow \Phi Y$ in C, with $\eta_{X}^{\Phi}: X \rightarrow \Phi X$ being the identity morphism.

Composition of morphisms is defined as

$$
(X \stackrel{f}{\rightharpoondown} Y) \circ(Y \stackrel{g}{\rightharpoondown} Z)=X \xrightarrow{\mu \xrightarrow{\Phi} \circ \Phi g \circ f} \Phi Z .
$$

The Kleisli category is equivalent to the full subcategory of free $\Phi$-algebras of the monad, and its definition makes it clear that the arrows are substitutions. Indeed, the categorical unification algorithm in [13] is based on the Kleisli category of the term monad.

A monad $(\Phi, \eta, \mu)$ written as $(\Phi, \eta, \circ)$, where $\circ$ is the composition of morphisms in the corresponding Kleisli category, is said to be a monad in clone form. In fact, there is a one-to-one correspondence between monads, respectively, in monoid and clone forms [11].

## 3 Set functors

### 3.1 The power-set monad

Let $L$ be a completely distributive lattice. For $L=\{0,1\}$ we write $L=2$. The covariant powerset functor $L_{i d}$ is obtained by $L_{i d} X=L^{X}$, i.e. the set of mappings (or $L$-fuzzy sets) $A: X \rightarrow L$, and following [7], for a morphism $f: X \rightarrow Y$ in Set, by defining

$$
\begin{aligned}
L_{i d} f(A)(y) & =\bigvee_{x \in X} A(x) \wedge f^{-1}(\{y\})(x) \\
& =\bigvee_{f(x)=y} A(x)
\end{aligned}
$$

Further, define $\eta_{X}: X \rightarrow L_{i d} X$ by

$$
\eta_{X}(x)\left(x^{\prime}\right)=\left\{\begin{array}{lc}
1 & \text { if } x=x^{\prime} \\
0 & \text { otherwise }
\end{array}\right.
$$

and $\mu_{X}: L_{i d} L_{i d} X \rightarrow L_{i d} X$ by

$$
\mu_{X}(\mathcal{A})(x)=\bigvee_{A \in L_{i d} X} A(x) \wedge \mathcal{A}(A)
$$

Proposition 3.1 ([11]) $\mathbf{L}_{i d}=\left(L_{i d}, \eta, \mu\right)$ is a monad.

Note that $\mathbf{2}_{i d}$ is the usual covariant power-set $\operatorname{monad} \mathbf{P}=(P, \eta, \mu)$, where $P X$ is the set of subsets of $X, \eta_{X}(x)=\{x\}$ and $\mu_{X}(\mathcal{B})=\bigcup \mathcal{B}$.

The problem of extending a functor to a monad is not a trivial one, and some strange situations may well arise as shown below. Note that the $i d^{2}$ functor can be extended to a monad with $\eta_{X}(x)=$ $(x, x)$ and $\mu_{X}\left(\left(x_{1}, x_{2}\right),\left(x_{3}, x_{4}\right)\right)=\left(x_{1}, x_{4}\right)$. Similarly, $i d^{n}$ can be extended to a monad. In addition, the proper power-set functor $P_{0}$, where $P_{0} X=P X \backslash\{\emptyset\}$, as well as $i d^{2} \circ P_{0}$ can, respectively, be extended to a monad in a unique way. However, $P_{0} \circ i d^{2}$ cannot be made to a monad [4].

Remark 3.1 Let $\Phi=\left(\Phi, \eta^{\Phi}, \mu^{\Phi}\right)$ and $\Psi=$ $\left(\Psi, \eta^{\Psi}, \mu^{\Psi}\right)$ be monads over Set. The composition $\Phi \circ \Psi$ cannot always be extended to a monad as we see in the case of $P_{0} \circ i d^{2}$.

### 3.2 The term monad

It is useful to adopt a more functorial presentation of the set of terms, as opposed to using the conventional inductive definition of terms, where we bind ourselves to certain styles of proofs. Even if a purely functorial presentation might seem complicated, there are advantages when we define corresponding monads, and, further, a functorial presentation simplifies efforts to prove results concerning compositions of monads. Notations follow [6], which were adopted also in [4].

For a set $A$, the constant set functor $A_{\text {Set }}$ is the covariant set functor which assigns sets $X$ to $A$, and mappings $f$ to the identity map $i d_{A}$. The $\operatorname{sum} \sum_{i \in I} \varphi_{i}$ of covariant set functors $\varphi_{i}$ assigns to each set $X$ the disjoint union $\bigcup_{i \in I}\left(\{i\} \times \varphi_{i} X\right)$, and to each morphism $X \xrightarrow{f} Y$ in Set the mapping $(i, m) \mapsto\left(i, \varphi_{i} f(m)\right)$, where $(i, m) \in\left(\sum_{i \in I} \varphi_{i}\right) X$.
Let $k$ be a cardinal number and $\left(\Omega_{n}\right)_{n \leq k}$ be a family of sets. We will write $\Omega_{n} i d^{n}$ instead of $\left(\Omega_{n}\right)_{\text {Set }} \times i d^{n}$. Note that $\sum_{n \leq k} \Omega_{n} i d^{n} X$ is the set of all triples $\left(n, \omega,\left(x_{i}\right)_{i \leq n}\right)$ with $n \leq k, \omega \in \Omega_{n}$ and $\left(x_{i}\right)_{i \leq n} \in X^{n}$.
A disjoint union $\Omega=\bigcup_{n \leq k}\{n\} \times \Omega_{n}$ is an operator domain, and an $\Omega$-algebra is a pair $\left(X,\left(s_{n \omega}\right)_{(n, \omega) \in \Omega}\right)$ where $s_{n \omega}: X^{n} \rightarrow X$ are $n$-ary operations. The $\sum_{n \leq k} \Omega_{n} i d^{n}$-morphisms between $\Omega$-algebras are precisely the homomorphisms between the algebras.

The term functor can now be defined by transfi-
nite induction. In fact, let $T_{\Omega}^{0}=i d$ and define

$$
T_{\Omega}^{\alpha}=\left(\sum_{n \leq k} \Omega_{n} i d^{n}\right) \circ \bigcup_{\beta<\alpha} T_{\Omega}^{\beta}
$$

for each positive ordinal $\alpha$. Finally, let

$$
T_{\Omega}=\bigcup_{\alpha<\bar{k}} T_{\Omega}^{\alpha}
$$

where $\bar{k}$ is the least cardinal greater than $k$ and $\aleph_{0}$. Clearly, $\left(n, \omega,\left(m_{i}\right)_{i \leq n}\right) \in T_{\Omega}^{\alpha} X, \alpha \neq 0$, implies $m_{i} \in T_{\Omega}^{\beta_{i}} X, \beta_{i}<\alpha$.
Note that $\left(T_{\Omega} X,\left(\sigma_{n \omega}\right)_{(n, \omega) \in \Omega}\right)$ is an $\Omega$-algebra, if we define $\sigma_{n \omega}\left(\left(m_{i}\right)_{i \leq n}\right)=\left(n, \omega,\left(m_{i}\right)_{i \leq n}\right)$ for $(n, \omega) \in \Omega$ and $m_{i} \in T_{\Omega} X$. Actually, this algebra is a freely generated algebra in the category of $\Omega$-algebras, that is, for an $\Omega$-algebra $B=\left(Y,\left(t_{n \omega}\right)_{(n, \omega) \in \Omega}\right)$, a morphism $X \xrightarrow{f} Y$ in Set can be extended by transfinite induction to a $\Omega$-homomorphism

$$
\left(T_{\Omega} X,\left(\sigma_{n \omega}\right)_{(n, \omega) \in \Omega}\right) \xrightarrow{f^{\star}}\left(Y,\left(t_{n \omega}\right)_{(n, \omega) \in \Omega}\right)
$$

called the $\Omega$-extension of $f$ associated to $B$, by

$$
\begin{aligned}
f_{\mid T_{\Omega}^{0} X}^{\star} & =f \text { for the base case, and } \\
f^{\star}\left(n, \omega,\left(m_{i}\right)_{i \leq n}\right) & =t_{n \omega}\left(\left(f^{\star}\left(m_{i}\right)\right)_{i \leq n}\right)
\end{aligned}
$$

for each positive ordinal $\alpha$ satisfying $\alpha<\bar{k}$ and $\left(n, \omega,\left(m_{i}\right)_{i \leq n}\right) \in T_{\Omega}^{\alpha} X$.

A morphism $X \xrightarrow{f} Y$ in Set can also be extended to the corresponding $\Omega$-homomorphism

$$
\left(T_{\Omega} X,\left(\sigma_{n \omega}\right)_{(n, \omega) \in \Omega}\right) \xrightarrow{T_{\Omega} f}\left(T_{\Omega} Y,\left(\tau_{n \omega}\right)_{(n, \omega) \in \Omega}\right),
$$

where $T_{\Omega} f$ is defined to be the $\Omega$-extension of $X \xrightarrow{f} Y \hookrightarrow T_{\Omega} Y$ associated to $\left(T_{\Omega} Y,\left(\tau_{n \omega}\right)_{(n, \omega) \in \Omega}\right)$.

Remark 3.2 ([6]) $T_{\Omega}$ is the least covariant set functor which has id and $\left(\sum_{n \leq k} \Omega_{n} i d^{n}\right) \circ T_{\Omega}$ as subfunctors.

We can now extend $T_{\Omega}$ to a monad. Define $\eta_{X}^{T_{\Omega}}(x)=x$. Further, let $\mu_{X}^{T_{\Omega}}=i d_{T_{\Omega} X}^{\star}$ be the $\Omega$-extension of $i d_{T_{\Omega} X}$ with respect to $\left(T_{\Omega} X,\left(\sigma_{n \omega}\right)_{(n, \omega) \in \Omega}\right)$.

Proposition 3.2 ([11]) $\mathbf{T}_{\Omega}=\left(T_{\Omega}, \eta^{T_{\Omega}}, \mu^{T_{\Omega}}\right)$ is a monad.

## 4 Composition of monads

In the following we will show how the composition $L_{i d} \circ T_{\Omega}$ can be extended to a monad. We will here write 2 and $L$ instead of $2_{i d}$ and $L_{i d}$, and $T$ instead of $T_{\Omega}$. Our constructions will make use of the mapping $\sigma_{X}^{L}: T L X \rightarrow L T X$ defined as follows (note that we will also write $\sigma$ instead of $\sigma^{L}$ for brevity):
For the base case $\sigma_{X \mid T^{0} L X}=i d_{L X}$. Further, for $l=\left(n, \omega,\left(l_{i}\right)_{i \leq n}\right) \in T^{\alpha} L X, \alpha>0, l_{i} \in T^{\beta_{i}} L X$, $\beta_{i}<\alpha$, let

$$
\begin{aligned}
& \sigma_{X}(l)\left(\left(n^{\prime}, \omega^{\prime},\left(m_{i}\right)_{i \leq n}\right)\right)= \\
& \quad= \begin{cases}\bigwedge_{i \leq n} \sigma_{X}\left(l_{i}\right)\left(m_{i}\right) & \text { if } n=n^{\prime} \text { and } \omega=\omega^{\prime} \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

Note that in the case of $\alpha>0$, for $L=2$ we have

$$
\sigma_{X}(l)=\left\{\left(n, \omega,\left(m_{i}\right)_{i \leq n}\right) \mid m_{i} \in \sigma_{X}\left(l_{i}\right)\right\}
$$

Note also that, for $l \in T L X$ and $m \in T X$ we have $\sigma_{X}(l)(m)=0$, if $l \in T^{\alpha} L X$ and $m \notin T^{\alpha} X$, or if $l \notin T^{\alpha} L X$ and $m \in T^{\alpha} X$.

Lemma 4.1 $\sigma: T \circ L \rightarrow L \circ T$ is a natural transformation.

Proof: For any $l \in T L X$, and any $X \xrightarrow{f} Y$ in Set, we need to show that $L T f \circ \sigma_{X}(l)=\sigma_{Y} \circ$ $T L f(l)$. For $l \in T^{0} L X$, this is immediate. For $\alpha>0$, we may write $l=\left(n, \omega,\left(l_{i}\right)_{i \leq n}\right)$, where $l_{i} \in T^{\beta_{i}} L X, \beta_{i}<\alpha$, for all $i \leq n$. Let now $\bar{m}=\left(n, \omega,\left(\bar{m}_{i}\right)_{i \leq n}\right) \in T Y$. Then,

$$
\begin{aligned}
& \operatorname{LTf}\left(\sigma_{X}(l)\right)(\bar{m})= \\
& \quad=\bigvee_{T f\left(\left(n, \omega,\left(m_{i}\right)_{i \leq n}\right)\right)=\bar{m}} \bigwedge_{i \leq n} \sigma_{X}\left(l_{i}\right)\left(m_{i}\right) .
\end{aligned}
$$

Further, by induction, we get

$$
\begin{aligned}
\sigma_{Y}(T L f(l))(\bar{m}) & =\bigwedge_{i \leq n} \sigma_{Y}\left(T L f\left(l_{i}\right)\right)\left(\bar{m}_{i}\right) \\
& =\bigwedge_{i \leq n} L T f\left(\sigma_{X}\left(l_{i}\right)\right)\left(\bar{m}_{i}\right) \\
& =\bigwedge_{i \leq n T f\left(m_{i}\right)=\bar{m}_{i}} \sigma_{X}\left(l_{i}\right)\left(m_{i}\right) .
\end{aligned}
$$

By complete distributivity of $L$, we then obtain naturality of $\sigma$.

We will use this natural transformation $\sigma$ in order to define the natural transformations $\eta^{L T}$ and $\mu^{L T}$, which provide $L T$ with the structure of a monad.

Definition 4.1 The natural transformations $\eta^{L T}: i d \rightarrow L T$ and $\mu^{L T}: L T L T \rightarrow L T$ are defined as follows

$$
\eta^{L T}=\eta^{L} T \circ \eta^{T} \quad \mu_{X}^{L T}=L \mu_{X}^{T} \circ \mu_{T T X}^{L} \circ L \sigma_{T X}
$$

Note that $\eta_{X}^{L T}(x)=\eta_{T X}^{L}(x)$, and in the case of $L=2$ then $\eta_{X}^{2 T}(x)=\{x\}$. Further for $R \in$ $L T^{\alpha} L T X, \alpha>0$, and $m \in T X$, note that

$$
\mu_{X}^{L T}(R)(m)=\bigvee_{r \in T L T X} R(r) \wedge \sigma_{T X}(r)(m)
$$

and also note that in the case $L=2$, for $R=$ $\left\{\left(n_{j}, \omega_{j},\left(r_{i j}\right)_{i \leq n_{j}}\right) \mid j \in J\right\} \in 2 T^{\alpha} 2 T X, \alpha>0$, we have

$$
\begin{aligned}
& \mu_{X}^{2 T}(R)= \\
& \quad=\left\{\left(n_{j}, \omega_{j},\left(m_{i j}\right)_{i \leq n_{j}}\right) \mid j \in J, m_{i j} \in \sigma_{T X}\left(r_{i j}\right)\right\}
\end{aligned}
$$

The following technical lemma gives some conditions which guarantee the monad structure for the composition $L T$.

Lemma 4.2 The following properties hold:
(i) $\sigma_{T X} \circ T \eta_{X}^{L T}=\eta_{T T X}^{L} \circ \eta_{T X}^{T}$,
(ii) $L \mu_{X}^{T} \circ \sigma_{T X} \circ T \mu_{X}^{L T}=\mu_{X}^{L T} \circ L \mu_{L T X}^{T} \circ \sigma_{T L T X}$,
(iii) $\sigma_{X} \circ \eta_{L X}^{T}=L \eta_{X}^{T}$.

Note that (i) and (ii) in the case of $L=2$ become
(i') $\sigma_{T X}\left(T \eta_{X}^{2 T}(m)\right)=\{m\}$, for all $m \in T X$,
(ii') $2 \mu_{X}^{T} \circ \sigma_{T X} \circ T \mu_{X}^{2 T}(d)=\bigcup_{R \in \sigma_{T 2 T X}(d)} \sigma_{T X}(R)$.

Proof: (i) This holds trivially for $\alpha=0$. In case of $\alpha>0$, for $m=\left(n, \omega,\left(m_{i}\right)_{i \leq n}\right) \in T X$ and $m^{\prime}=\left(n, \omega,\left(m_{i}^{\prime}\right)_{i \leq n}\right) \in T X$, by induction, we get

$$
\sigma_{T X}\left(T \eta_{X}^{L T}(m)\right)\left(m^{\prime}\right)=
$$

$$
\begin{aligned}
& =\sigma_{T X}\left(\left(n, \omega,\left(T \eta_{X}^{L T}\left(m_{i}\right)\right)_{i \leq n}\right)\right)\left(m^{\prime}\right) \\
& =\bigwedge_{i \leq n} \sigma_{T X}\left(T \eta_{X}^{L T}\left(m_{i}\right)\right)\left(m_{i}^{\prime}\right) \\
& =\bigwedge_{i \leq n} \eta_{T X}^{L}\left(m_{i}\right)\left(m_{i}^{\prime}\right)
\end{aligned}
$$

Since $m=m^{\prime}$ if and only if $m_{i}=m_{i}^{\prime}$ for all $i \leq n$, we immediately get

$$
\eta_{T X}^{L}(m)\left(m^{\prime}\right)=\bigwedge_{i \leq n} \eta_{T X}^{L}\left(m_{i}\right)\left(m_{i}^{\prime}\right)
$$

(ii) Again this holds trivially for $\alpha=0$. In case of $\alpha>0$, let $m=\left(n, \omega,\left(m_{i}\right)_{i \leq n}\right) \in T X$ and $d=\left(n, \omega,\left(d_{i}\right)_{i \leq n}\right) \in T L T L T X$. By induction and complete distributivity of $L$ we then have

$$
\begin{aligned}
& \sigma_{T X}\left(T \mu_{X}^{L T}(d)\right)(m)=\bigwedge_{i \leq n} \sigma_{T X}\left(T \mu_{X}^{L T}\left(d_{i}\right)\right)\left(m_{i}\right)= \\
& =\bigwedge_{i \leq n} \mu_{X}^{L T}\left(\sigma_{T L T X}\left(d_{i}\right)\right)\left(m_{i}\right) \\
& =\bigwedge_{i \leq n} \bigvee_{r \in T L T X} \sigma_{T L T X}\left(d_{i}\right)(r) \wedge \sigma_{T X}(r)\left(m_{i}\right) \\
& =\bigvee_{\left(n, \omega,\left(r_{i}\right)\right) \in T L T X} \bigwedge_{i \leq n} \sigma_{T L T X}\left(d_{i}\right)\left(r_{i}\right) \wedge \sigma_{T X}\left(r_{i}\right)\left(m_{i}\right) \\
& =\bigvee_{r \in T L T X} \sigma_{T L T X}(d)(r) \wedge \sigma_{T X}(r)(m) \\
& =\mu_{X}^{L T}\left(\sigma_{T L T X}(d)\right)(m)
\end{aligned}
$$

(iii) By definition, as $\sigma_{X \mid T^{0} L X}=i d_{L X}$.

Proposition $4.1\left(L_{i d} \circ T_{\Omega}, \eta^{L_{i d} \circ T_{\Omega}}, \mu^{L_{i d} \circ T_{\Omega}}\right)$, $d e-$ noted $\mathbf{L}_{i d} \bullet \mathbf{T}_{\Omega}$, is a monad.

Proof: We have

$$
\begin{aligned}
\mu_{X}^{L T} & \circ L T \eta_{X}^{L T}= \\
& =L \mu_{X}^{T} \circ \mu_{T T X}^{L} \circ L \sigma_{T X} \circ L T \eta_{X}^{L T} \\
& =L \mu_{X}^{T} \circ \mu_{T T X}^{L} \circ L \eta_{T T X}^{L} \circ L \eta_{T X}^{T} \\
& =L \mu_{X}^{T} \circ L \eta_{T X}^{T}=i d_{L T X}
\end{aligned}
$$

and

$$
\begin{aligned}
& \mu_{X}^{L T} \circ \eta_{L T X}^{L T}= \\
& \quad=L \mu_{X}^{T} \circ \mu_{T T X}^{L} \circ L \sigma_{T X} \circ \eta_{T L T X}^{L} \circ \eta_{L T X}^{T} \\
& \quad=L \mu_{X}^{T} \circ \mu_{T T X}^{L} \circ \eta_{L T T X}^{L} \circ \sigma_{T X} \circ \eta_{L T X}^{T} \\
& \quad=L \mu_{X}^{T} \circ \sigma_{T X} \circ \eta_{L T X}^{T} \\
& \quad=L \mu_{X}^{T} \circ L \eta_{T X}^{T}=L i d_{T X}=i d_{L T X}
\end{aligned}
$$

Further we have the associativity of $\mu^{L T}$

$$
\begin{aligned}
& \mu_{X}^{L T} \circ L T \mu_{X}^{L T}= \\
& =L \mu_{X}^{T} \circ \mu_{T T X}^{L} \circ L \sigma_{T X} \circ L T \mu_{X}^{L T} \\
& =\mu_{T X}^{L} \circ L L \mu_{X}^{T} \circ L \sigma_{T X} \circ L T \mu_{X}^{L T} \\
& =\mu_{T X}^{L} \circ L \mu_{X}^{L T} \circ L L \mu_{L T X}^{T} \circ L \sigma_{T L T X} \\
& =\mu_{T X}^{L} \circ L L \mu_{X}^{T} \circ L \mu_{T T X}^{L} \\
& \quad \circ L L \sigma_{T X} \circ L L \mu_{L T X}^{T} \circ L \sigma_{T L T X} \\
& =L \mu_{X}^{T} \circ \mu_{T T X}^{L} \circ L \mu_{T T X}^{L} \\
& \quad \circ L L \sigma_{T X} \circ L L \mu_{L T X}^{T} \circ L \sigma_{T L T X} \\
& =L \mu_{X}^{T} \circ \mu_{T T X}^{L} \circ \mu_{L T T X}^{L} \\
& \quad \circ L L \sigma_{T X} \circ L L \mu_{L T X}^{T} \circ L \sigma_{T L T X} \\
& =L \mu_{X}^{T} \circ \mu_{T T X}^{L} \circ L \sigma_{T X} \circ \\
& \quad \circ \mu_{T L T X}^{L} \circ L L \mu_{L T X}^{T} \circ L \sigma_{T L T X} \\
& =L \mu_{X}^{T} \circ \mu_{T T X}^{L} \circ L \sigma_{T X} \circ \\
& \quad \circ L \mu_{L T X}^{T} \circ \mu_{T T L T X}^{L} \circ L \sigma_{T L T X} \\
& =\mu_{X}^{L T} \circ L \mu_{L T X}^{T} \circ \mu_{T T L T X}^{L} \circ L \sigma_{T L T X} \\
& =\mu_{X}^{L T} \circ \mu_{L T X}^{L T}
\end{aligned}
$$

Note that in the proof of the proposition above, the actual definition of the functors $L$ and $T$ has not been used, only universal properties and those stated in Lemma 4.2. We have actually proved the following theorem

Theorem 4.1 Let $\Phi=\left(\Phi, \eta^{\Phi}, \mu^{\Phi}\right)$ and $\Psi=$ $\left(\Psi, \eta^{\Psi}, \mu^{\Psi}\right)$ be monads and let $\sigma: \Psi \circ \Phi \rightarrow \Phi \circ \Psi$ be a natural transformation such that the following properties hold:
(i) $\sigma_{\Psi X} \circ \Psi \eta_{X}^{\Phi \Psi}=\eta_{\Psi \Psi X}^{\Phi} \circ \eta_{\Psi X}^{\Psi}$,
(ii) $\Phi \mu_{X}^{\Psi} \circ \sigma_{\Psi X} \circ \Psi \mu_{X}^{\Phi \Psi}=\mu_{X}^{\Phi \Psi} \circ \Phi \mu_{\Phi \Psi X}^{\Psi} \circ \sigma_{\Psi \Phi \Psi X}$.
(iii) $\sigma_{X} \circ \eta_{\Phi X}^{\Psi}=\Phi \eta_{X}^{\Psi}$

Then $\Phi \bullet \Psi=\left(\Phi \circ \Psi, \eta^{\Phi} \Psi \circ \eta^{\Psi}, \Phi \mu^{\Psi} \circ \mu^{\Phi} \Psi \Psi \circ \Phi \sigma \Psi\right)$ is a monad.

## 5 Conclusions and further work

We have seen how set functors can be composed to providing monads. It is important to study more examples, i.e. including various types of double power-set monads. Further, it is interesting to investigate techniques for constructing new monads from given ones.

Within the scope of many-valued logic programming, it is important to further investigate the possibilities of using categorical approaches to unification, with variable substitutions for generalised terms being morphisms in $\operatorname{Set}_{\Phi \bullet T_{\Omega}}$, i.e. variable substitutions are morphisms $X \xrightarrow{f} \Phi T Y$ in Set. It is expected that this approach provides an appropriate formal framework for useful developments of generalised term based many-valued logic programming.
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